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1 Context
Recent breakthroughs in domains such as image processing, physics simulation or machine learning

require massive computing power. Optimizing programs is critical to make them faster, and reduce

their memory and energy consumption. However, optimizing programs is challenging.

Modern compilers automatically apply many optimizations, but are too limited, often failing

to achieve satisfying performance [1]. General-purpose compilers like Clang or GCC for C/C++

mostly fail to apply whole-program optimizations across function calls and loops. Domain-specific

compilers such as Halide [2] for image processing and TVM [3] for machine learning enable more

aggressive optimizations, but are restricted in their input and optimizations. Polyhedral compilers

[4, 5] are effective across application domains, but, when fully automatic, rely on fragile heuristics.

As a result, skilled programmers often optimize libraries (e.g. BLAS or MKL for linear algebra)

and applications by hand [6], but this is time consuming and risks introducing bugs. Rather than

trying to replace programmers with elusively smart compilers, we aim to combine the strengths of

manual and automatic approaches through guided (i.e. semi-automatic) optimization techniques.

Prior work in guided optimization often relies on step-by-step recipes: transformation scripts [7],

scheduling APIs [2], rewriting strategies [8], or tactics [9]. The problem with optimization recipes

is that they require programmers to think about how to achieve their optimizations in a framework

that is likely unfamiliar (e.g. intermediate languages, polyhedrons, rewrite rules). Therefore, tools

where built to alleviate the difficulty of writing optimization recipes. For example, Clint allows ma-

nipulating polyhedral schedules through interactive 2D diagrams [10], and interactive optimization

assistants help programmers in writing recipes [11, 12]. Instead of programmers focusing on the

how, we would like programmers to focus on declaratively describing the what.
Recent work introduces guided equality saturation [13], a semi-automatic term rewriting tech-

nique that scales by allowing human insight to guide the process at key points. Guides are concise

and incomplete program sketches describing what key optimization steps look like, while an auto-

matic search based on equality saturation instantiates the sketch and infers the how. This work was

identified as a promising direction for future research by the MIT PL Review [14]. However, guided

equality saturation is only applicable to optimizing functional programs using rewrite rules.

The goal of this internship is to enable sketch-guided optimization of imperative programs using

polyhedral compilation techniques.

2 Objectives
• Design a language enabling programmers to write sketches that are satisfied by a family of C

programs. This language should enable programmers to express key optimization insights and

constraints, in a style similar to informal programs written on a piece of paper, or whiteboard.
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• Implement or extend a polyhedral compiler such that it only generates programs that satisfy a

given sketch. As regular polyhedral compilers, it should also take as input an initial program,

preserve its semantics, and optimize some objective function. The initial program semantics

and the objective function will enable resolving ambiguities in the user-provided sketch.

• Use this tool to reproduce well-known optimizations on benchmarks from PolyBench, Halide,

TVM, or other sources. Ideally, demonstrate that sketch-guidance enables generating faster

code than fully automatic polyhedral compilers thanks to programmer insight.

3 Required and Acquired Skills
The intern should come with:

• solid imperative programming skills

• interest in (or experience with) compilation and optimization

• willingness to learn (or knowledge of) C and other programming languages

The intern is expected to acquire:

• experience in basic academic skills: reviewing literature, conducting novel research, collabo-

rating with other researchers, presenting research and communicating ideas

• greater understanding of compilers, program optimization and high performance applications

• the ability to combine theory (polyhedral model) with practice (high performance code)

4 Practical Aspects
If you are interested, send us an e-mail with a short statement of interest, questions you might have,

the desired start date and duration of your internship (4-6 months), as well as a 1 page CV and your

Master transcripts. If the internship goes well, there is potential to pursue a PhD in similar topics.
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