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1 Context
Program optimization is crucial in high performance computing domains such as image processing,

physics simulation, and artificial intelligence. An optimized program is faster, consumes less mem-

ory and energy. Concretely, optimization allows to process higher resolution images, to increase

the realism of simulations, and to reduce the carbon footprint of artificial intelligence. However,

program optimization is a difficult task that is made even more challenging by the fact that pro-

grams frequently approximate exact arithmetic using finite precision number representations: e.g.

floating-point numbers and fixed-point arithmetic.

On one hand, many high-performance optimizing compilers simply ignore finite-precision round-

ing errors, treat them as real values [1, 2] and optimize purely for performance. On the other hand,

typical general-purpose compilers will not apply optimizations that may affect floating-point results.

For example, gcc/clang’s O3 optimization level will not re-arrange computations based on associa-

tivity; optimizations affecting floating-point behaviour must be explicitly enabled via the fast-math

flag and the developer is responsible for any resulting issues.

A few tools explore trade-offs between performance and accuracy, but are fairly limited. Some

optimize arithmetic expressions [3, 4, 5], select between explicitly programmed algorithm alterna-

tives [6], or dynamically skip loop iterations [7]. Except for tools exclusively targeting reconfig-

urable hardware [8], there is no tool today that explores performance and accuracy trade-offs when

applying high-performance optimizations to programs with loops and arrays.

The goal of this internship is to remedy this situation by building an empirical design space

exploration tool. To achieve this, the Shine compiler [2, 9] will be used to compile an input program

with many different optimizations. The resulting programs will be evaluated empirically in terms

of performance and accuracy. The Shine compiler takes as input programs defined in the functional

array language called Rise, and outputs imperative code (e.g. C, OpenCL, or CUDA).

2 Objectives
We envision the following steps for the internship:

1. Design a process to generate many programs in the design space. This will be facilitated

by the fact that Rise optimizations are not hard-coded, but expressed as rewrite rules whose

application can be explored using various rewriting techniques.

2. Experimentally evaluate the performance and accuracy of the generated C code on simple

benchmarks. Accuracy will be evaluated using so-called shadow execution that executes a

floating-point program in a higher precision, e.g. using the MPFR library, side-by-side [10] and

estimates the rounding error as the difference in final results. Analyse the results and produce

pareto fronts to draw conclusions on the relationship between performance and accuracy.
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3. Ideally, tackle benchmarks that require adding new Rise rewrite rules, for example to make use

of different algorithms or tune the precision of individual variables and operations. Floating-

point sums [11], reductions [12] and scans [13] would be interesting benchmarks as their

parallelisation requires associativity properties found in reals but not in floating-points.

3 Required and Acquired Skills
The intern should come with:

• solid programming skills, familiarity with imperative and functional paradigms

• interest in (or experience with) design space exploration, compilation and optimization tools

• willingness to learn (or knowledge of) Scala and C

The intern is expected to acquire:

• experience in basic academic skills: reviewing literature, conducting novel research, collabo-

rating with other researchers, presenting research and communicating ideas

• knowledge in floating-point accuracy, term rewriting and code generation

4 Practical Aspects
The internship can either take place in Uppsala (Sweden), or in Strasbourg (France), and a brief

visit of the other location could be organized during the internship. If you are interested, send us

an e-mail with a short statement of interest, questions you might have, the desired start date and

duration of your internship (4-6 months), as well as a 1 page CV and your Master transcripts. If the

internship goes well, there is potential to pursue a PhD in similar topics.
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